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Abstract
For reaction-diffusion equations in irregular domains with moving boundaries, the numeri-
cal stability constraints from the reaction and diffusion terms often require very restricted 
time step sizes, while complex geometries may lead to difficulties in the accuracy when 
discretizing the high-order derivatives on grid points near the boundary. It is very challeng-
ing to design numerical methods that can efficiently and accurately handle both difficulties. 
Applying an implicit scheme may be able to remove the stability constraints on the time 
step, however, it usually requires solving a large global system of nonlinear equations for 
each time step, and the computational cost could be significant. Integration factor (IF) or 
exponential time differencing (ETD) methods are one of the popular methods for temporal 
partial differential equations (PDEs) among many other methods. In our paper, we couple 
ETD methods with an embedded boundary method to solve a system of reaction-diffusion 
equations with complex geometries. In particular, we rewrite all ETD schemes into a linear 
combination of specific �-functions and apply one state-of-the-art algorithm to compute 
the matrix-vector multiplications, which offers significant computational advantages with 
adaptive Krylov subspaces. In addition, we extend this method by incorporating the level 
set method to solve the free boundary problem. The accuracy, stability, and efficiency of 
the developed method are demonstrated by numerical examples.
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1  Introduction

The systems of reaction-diffusion equations coupled with moving boundaries defined by 
the Stefan condition have been widely used to describe the dynamics of the spreading pop-
ulation. A moving boundary problem is characterized by the fact that the boundary of the 
domain is not known in advance but it has to be determined as a part of the solution. These 
problems are often called Stefan problems due to the Stefan condition that links the behav-
ior of the boundary with the unknown solution [55, 56, 60].

The Stefan condition was first introduced to manage a moving boundary of a parabolic 
type PDE to describe the spreading of species population as introduced in [19], the reac-
tion-diffusion system for the density of population of the invasive species u(x, t) depending 
on the time t and the spatial variable x . In this paper, we consider solving the following 
system of a reaction-diffusion equation coupled with a free boundary:

where �(x) is a continuous function on Ω(t) , relating to the diffusion rate of the species 
u(x, t) , and f(u) is assumed to be a C1 function satisfying f (0) = 0 . u0 ∈ C2(Ω0) , u0 is posi-
tive in Ω0 , and u0(x) = 0 for x ∈ �Ω0 . �Ω(t) is the moving boundary of the evolution of the 
domain Ω(t) , which represents the spreading front of the species u(x, t) . Here the evolution 
of the moving domain Ω(t) ⊂ ℝ

N , or rather its boundary �Ω(t) is determined by the one 
phase Stefan condition which, in the case �Ω(t) is a C1 manifold in ℝN , can be described as 
follows:

any point x ∈ �Ω(t) moves with the velocity v(x, t) = �|∇xu(x, t)|n(x) , where n(x) is the 
unit outward normal of Ω(t) at x , and � is a given positive constant.

The moving boundary is generally called the “free boundary”, which has been extensively 
studied theoretically [10] and numerically [12–14, 23, 50–52] and the references therein. 
Other theoretical studies of related free boundary problems can be found in [7] and the 
references therein. When solving such a system numerically, difficulties arise from the 
stiffness along with moving boundaries. First of all, it is always extremely difficult to han-
dle points near the boundary. To overcome this, various numerical techniques have been 
proposed with different choices for defining the ghost values to avoid the small cell stiff-
ness, while those numerical treatments focus on introducing a small positive number as the 
threshold of the distance between the interior points and the boundary points [23, 24, 32, 
42]. To some extent, these techniques can remove the large errors that could occur from 
dividing by small numbers to get second-order accurate solutions. However, remedies are 
required to keep the numerical accuracy of the gradients by not only proposing higher-
order extrapolation for defining ghost points, but also combining higher-order interpolation 
for locating the interface [47].

To overcome this difficulty, we adopt an embedded boundary method to solve a variable 
coefficient Poisson equation in an irregular domain with Dirichlet boundary conditions. 

(1)

⎧⎪⎨⎪⎩

ut = ∇ ⋅ (𝛽(x)∇u) + f (u) for x ∈ Ω(t), t > 0,

u(x, t) = 0 for x ∈ 𝜕Ω(t), t > 0,

u(x, 0) = u0(x) for x ∈ Ω0,
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Numerical solutions to the Poisson equation in irregular domains have been considered 
by many approaches, including finite difference [9, 24, 32, 38, 47, 53, 61], finite volume 
[31, 62, 49], and finite element [2, 6, 43, 58] using various meshing techniques. Among 
them, the embedded boundary method has a number of advantages, which includes simpli-
fying the grid generation process for complicated geometries, enabling a fast computation 
approach in parallel, and shifting the complexity of dealing with complex geometries to the 
discretization approach. More importantly, the embedded boundary method is an excellent 
candidate with extension to the moving boundary problems, as it generates the mesh using 
a background regular mesh by taking special care of cut-cells where the geometry inter-
sects the grid.

The placement of the ghost point is the subtle yet important distinction from a wide 
range of methods [35–37]. In contrast to the ghost fluid method introduced by [24], where 
ghost points are placed outside the computational domain, here we plan to use interior 
ghost points instead to ease the small cell stiffness when the interface is very close to grid 
points in the irregular domain. The proposed embedded boundary method results in a sym-
metric positive definite discretization matrix, thus we can use a wild number of fast linear 
solvers. For instance, the algebraic multigrid with both “V”-cycle and “W”-cycle can be 
applied as preconditioners to further speed up calculations.

On the other hand, extremely small time steps are required due to the stiffness of the 
nonlinear system. When explicit schemes are applied to solve such a system, due to the sta-
bility constraints, an extremely small time step should be used and it might take a long time 
to finish one single simulation. However, while applying an implicit scheme  [8, 25, 44] 
may be able to remove the stability constraints on the time step Δt , it usually requires solv-
ing a large global system of nonlinear equations for each time step, and the computational 
cost could be significant.

To remove the stability constrains on the size of time steps, we employ exponential time 
differencing (ETD) methods in which the diffusion term is discretized by the embedded 
boundary method. As is known, the ETD schemes exhibit very nice stability properties, 
which allow for the relatively large time step size  [5, 16–18, 28, 30, 33, 34, 39, 40]. In 
addition, by rewriting all ETD schemes as a linear combination of �-functions, we com-
bine a state-of-the-art algorithm: phipm−simul−iom2 [45] to evaluate the linear combina-
tion of matrix-vector multiplications, which offers significant computational advantages by 
adopting adaptive Krylov subspaces.

The rest of the paper is organized as follows. In Sect.  2, a second-order embedded 
boundary method is presented to discretize the diffusion term in irregular domains. In 
Sect. 3, we briefly describe the explicit ETD schemes along with the Runge-Kutta (RK) 
type of ETD schemes by rewriting all ETD schemes as a linear combination of �-func-
tions. Furthermore, we introduce a state-of-the-art algorithm for computing linear combi-
nations of the matrix function �k(A) on vectors vk . In Sect. 4, various numerical examples 
have been performed to demonstrate the accuracy, efficiency, and stability of the developed 
algorithm, and such schemes have been incorporated with a level set method to solve the 
free boundary problem as depicted in (1). Finally, in Sect. 5, we draw a brief conclusion 
and further discuss several possible extensions for future studies.
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2 � A Cartesian Grid Embedded Boundary Method

In this section, following [53], we briefly introduce a Cartesian grid embedded boundary 
method to develop a second-order symmetric positive definite discretization of a stationary 
Poisson equation with Dirichlet boundary conditions in irregular domains.

In order to illustrate the approach, we first consider a stationary Poisson equation with 
variable coefficients in a two-dimensional (2D) irregular domain Ω,

with Dirichlet boundary conditions

on the interface. Without loss of generality, we assume that the irregular domain Ω is con-
tained inside a rectangular domain [xL, xR] × [yL, yR] , covered by a uniform grid with a grid 
function denoted by uij = u(xi, yj) , where

with xL + (nx − 1)h = xR, yL + (ny − 1)h = yR . We denote grid points inside Ω on the 
fringe of the computational domain as interior ghost points, and all other interior grid 
points are denoted as computational points. An interior ghost point (xi, yj) satisfies the con-
dition that (xi, yj) is inside Ω , but at least one of its four nearest neighbors is outside. A 
computational point (xi, yj) satisfies the condition that (xi, yj) and all its four nearest neigh-
bors are all inside Ω . For example, in Fig. 1 (left), all colored grid points are computational 
points while all grid points with a circle are interior ghost points. Note that the Poisson 
system (2) will be solved only at computational points and not at interior ghost points.

There are three types of computational points to discretize the Laplacian operator as 
follows:

(2)∇ ⋅ (�(x, y)∇u) = f (x, y), (x, y) ∈ Ω

(3)u(x, y) = u
D
(x, y), (x, y) ∈ �Ω

xij = (xi, yj) = (xL + (i − 1)h, yL + (j − 1)h), i = 1,⋯ , nx, j = 1,⋯ , ny

Γ

Ω

xi xi+1xi−1

yj

yj−1

yj+1

xΓ2

xΓ1

Γ

Ω

xi xi+1xi−1

yj

yj−1

yj+1

xijxGP

Fig. 1   Left: discretization in an irregular domain with circles representing interior ghost points and colored 
dots representing computational points. Right: illustration to construct an RBF interpolation to obtain uGP
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Case 1. If the computational point is in the absence of interior ghost points as its neighbors 
(green grid points in Fig. 1 (left)), the Laplacian operator is approximated by a standard cen-
tral difference scheme. We take the point (xi, yj) in Fig. 1 (left) as an example,

Case 2. For one coordinate direction, if the computational point neighbors an interior 
ghost point while the interior ghost point borders the interface, for example, the red and 
blue grid points in Fig.  1 (left) for the y-coordinate direction, the Lagrange polynomial 
interpolation with a line by the line approach will be applied for this case.

For instance, we take (xi, yj+1) in the y-direction as an example for illustration (see Fig. 1 
(left)). The intersection point of the grid line x = xi with the boundary Γ between (xi, yj+2) and 
(xi, yj+3) is denoted by (xi, yΓ) , and the boundary value at (xi, yΓ) is given by uΓ . Here yΓ can be 
found by some root-finding algorithm, such as the secant method.

Next we introduce an interpolation polynomial such that the value of the interior ghost 
point uGP = ui,j+2 can be estimated as

Substituting uGP into the central difference approximation for the Laplacian operator in the 
y-direction at the point (xi, yj+1) , we obtain

Noticing that

The resulting linear system is still diagonal dominant with correct sign, and the symmetric 
structure is also preserved with only diagonal elements modified.

 Case 3. For one coordinate direction, the computational point neighbors an interior ghost 
point while this interior ghost point does not border the interface, for example, the blue grid 
points in Fig. 1 (left) for the x-coordinate direction. For this case, a radial basis function (RBF) 
based interpolation [19, 24] will be employed since applying the Lagrange polynomial inter-
polation directly would cause loss of accuracy.

Without loss of generality, we consider the case in a non-convex geometry as presented in 
Fig. 1 (right) that will occur in later numerical testing examples. We take (xi, yj) in the x-coor-
dinate direction as an example for illustration. Let xij = (xi, yj) be a computational point and 
xGP = (xi−1, yj) be an interior ghost point neighboring xij in the x-direction.

We choose xΓ1
 and xΓ2

 to be the corresponding closet points on the boundary to xGP and xij . 
We use the following combination of RBF and a linear polynomial tail for interpolation at xGP:

(4)
∇ ⋅ (�(xi, yj)∇u(xi, yj)) ≈

�
i+

1

2
,j
ui+1,j −

(
�
i+

1

2
,j
+ �

i−
1

2
,j

)
ui,j + �

i−
1

2
,j
ui−1,j

h2

+
�
i,j+

1

2

ui,j+1 −
(
�
i,j+

1

2

+ �
i,j−

1

2

)
ui,j + �

i,j−
1

2

ui,j−1

h2
.

uGP = IPu(xi, yj+2) = uΓgΓ(yj+2) + ui,j+1g1(yj+2) = uΓ

yj+2 − yj+1

yΓ − yj+1
− ui,j+1

yj+2 − yΓ

yΓ − yj+1
.

−
(
�
i,j+

3

2

(1 − g1(yGP)) + �
i,j+

1

2

)
ui,j+1 + �

i,j+
1

2

ui,j

h2
+

�
i,j+

3

2

uΓgΓ(yGP)

h2
.

(5)

∣ gΓ(yGP) ∣=
|||||
yGP − yj+1

yΓ − yj+1

|||||
=
|||||
yj+2 − yj+1

yΓ − yj+1

|||||
⩽ 1 and ∣ g1(yGP) ∣=

|||||
yGP − yΓ

yΓ − yj+1

|||||
=
|||||
yj+2 − yΓ

yΓ − yj+1

|||||
⩽ 1.
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where x = (x, y) , || ⋅ || is the standard l2 norm, and �(⋅) is an RBF. The linear polynomial tail 
is required to maintain the second-order accuracy [4]. The coefficients � = (�ij, �Γ1

, �Γ2
)T 

and � = (�1,�2,�3)
T are determined by the linear system

where u = (uij, uΓ1
, uΓ2

),

The value at the boundary point xGP is assigned as

with �GP =
�
�(‖xGP − xij‖),�(‖xGP − xΓ1

‖),�(‖xGP − xΓ2
‖)�T and pGP = (1, xGP, yGP)

T . 
As the terms in the right-hand side in (8) appear only in the diagonal coefficient, the sym-
metry of the discrete matrix will not be broken. For this case, the Laplacian operator in the 
x-direction at the point (xi, yj) can be approximated by

3 � ETD Schemes

In this section, we briefly discuss both the explicit ETD schemes and the RK type of ETD 
schemes with arbitrary order accuracy. For illustration, here we consider a reaction-diffu-
sion system with certain boundary conditions,

where u = u(x, t) ∈ ℝ
m , �(x, y) is the diffusion coefficient, and f(u, t) represents nonlinear 

reaction terms.
Applying the spatial discretization with the embedded boundary method as previously 

illustrated in Sect. 2 for the Poisson equation, we reduce the equation (9) to a system of 
ODEs,

where U = U(t) is the spatially discretized form of u , and C is a constant matrix repre-
senting the finite difference approximation of the diffusion. After multiplying the equation 
(10) by the integrating factor e−Ct , we integrate the equation over one time step from tn to 
tn+1 ≡ tn + Δt to obtain

IRu(x) = �ij�(‖x − xij‖) + �Γ1
�(‖x − xΓ1

‖) + �Γ2
�(‖x − xΓ2

‖) + �1 + �2x + �3y,

(6)B

(
�

�

)
=

(
A ΠT

Π 0

)(
�

�

)
=

(
u

0

)
,

(7)

A =

⎛⎜⎜⎝

�(0) �(‖xij − xΓ1
‖) �(‖xij − xΓ2

‖)
�(‖xΓ1

− xij‖) �(0) �(‖xΓ1
− xΓ2

‖)
�(‖xΓ2

− xij‖) �(‖xΓ2
− xΓ1

‖) �(0)

⎞⎟⎟⎠
, and Π =

⎛⎜⎜⎝

1 1 1

xij xΓ1
xΓ2

yij yΓ1
yΓ2

⎞⎟⎟⎠
.

(8)uGP = IRBFu(xGP) =
(
�T

GP
, pT

GP

)
B−1

(
u

0

)

�
i+

1

2
,j
ui+1,j −

(
�
i+

1

2
,j
+ �

i−
1

2
,j

)
ui,j + �

i−
1

2
,j
uGP

h2
.

(9)ut = ∇ ⋅ (�(x, y)∇u) + f(u, t),

(10)Ut = CU + F(U(t), t),
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While this formula is exact, the essence of the ETD methods is to derive numerical approx-
imations to the integral in this expression.

3.1 � Explicit ETD

For the derivation of ETD schemes, the integrand is approximated first through interpolation 
polynomials of the function F(U(tn + �), tn + �) with e(Δt−�)C unchanged. With the Lagrange 
interpolation being applied to approximate F(U(tn + �), tn + �) , a direct integration of the 
interpolation polynomial with the coefficient term e(Δt−�)C yields the ETD method. If all inter-
polation points used for the integrand are with � ⩽ 0 , the resulted temporal scheme is explicit. 
Otherwise, the scheme becomes implicit when the interpolation points contain the solution at 
tn+1.

Assuming that F(U(t), t) is constant such that F(U(t), t) = Fn ≡ F(Un, tn) over the interval 
tn ⩽ t ⩽ tn+1 , we introduce a scalar function

and the first order ETD scheme (ETD1) is given by

where Un+1 is the numerical approximation to U(tn+1) and U(tn) as Un . Here

is extended to the matrix form from the scalar function �1.
For the second-order approximation

the second-order ETD scheme (ETD2) can be achieved by

To derive even higher-order schemes, one can build up higher-order approximations of the 
integrand as shown in the equation (11), i.e., with a reminder term of O(Δtq)(q ⩾ 4) . For 
example, one can approximate F(U(tn + �), tn + �) by the high-order Taylor expansion and 
substitute into the integral term in the equation (11), leading to a family of � functions 
(similar to �1),

(11)U(tn+1) = U(tn)e
CΔt + ∫

Δt

0

e(Δt−�)CF(U(tn + �), tn + �)d�.

�1(z) =
ez − 1

z
,

Un+1 = Une
CΔt + Δt�1(ΔtC)Fn

= Un + Δt�1(ΔtC)(Fn + CUn),

�1(ΔtC) =
1

Δt ∫
Δt

0

e(Δt−�)Cd� = ∫
1

0

e(1−�)ΔtCd�

F(U(tn + �), tn + �) ≈ Fn + �
Fn − Fn−1

Δt
,

Un+1 = Une
ΔtC + Δt�1(ΔtC)Fn + Δt�2(ΔtC)(Fn − Fn−1)

= Un + Δt�1(ΔtC)(Fn + CUn) + Δt�2(ΔtC)(Fn − Fn−1).
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which are bounded satisfying the following recursion relation:

As discussed in [15], the explicit multistep ETD schemes with arbitrary order have been 
derived based on a polynomial approximation of F(U(tn + �), tn + �),

where

3.2 � ETD with RK Time Stepping

As mentioned in [15], since the multistep explicit ETD schemes require s previous evalu-
ations of the nonlinear term F as depicted in (14), they are sometimes inconvenient to use. 
By adopting the RK type approach alternatively, this inconvenience can be avoided. In 
addition, RK type approaches typically have the advantages of smaller error constants and 
larger stability regions than the multistep explicit ETD methods. For instance, a brief sum-
mary of ETDRK schemes up to the fourth order is listed in the following:

•	 ETD2RK 

•	 ETD3RK 

(12)�k(ΔtC) =
1

Δtk ∫
Δt

0

e(Δt−�)C�k−1d� = ∫
1

0

e(1−�)ΔtC�k−1d�,

(13)�k+1(z) =
k�k(z) − 1

z
, k ⩾ 1, where �0(z) = ez.

(14)Un+1 = Une
ΔtC + Δt

s−1∑
m=0

gm

m∑
k=0

(−1)k
(
m

k

)
Fn−k,

gm = (−1)m ∫
1

0

e(1−�)ΔtC

(
−�

m

)
d� with

(
−�

m

)
=

(−�)(−� − 1)⋯ (−� − m + 1)

m!
.

a
n
= U

n
+ Δt�1(ΔtC)(Fn

+ CU
n
),

U
n+1 = U

n
+ Δt�1(ΔtC)(Fn

+ CU
n
) + Δt�2(ΔtC)(F(an, tn + Δt) − F

n
),

a
n
= U

n
+

Δt

2
�1(ΔtC∕2)(Fn

+ CU
n
),

b
n
= U

n
+ Δt�1(ΔtC)(CUn

+ 2F(a
n
, t
n
+ Δt∕2) − F

n
),

U
n+1 = U

n
+ Δt�1(ΔtC)(CUn

+ F
n
) + Δt�2(ΔtC)(−3Fn

+ 4F(a
n
, t
n
+ Δt∕2) − F(b

n
, t
n
+ Δt))

+ Δt�3(ΔtC)(2Fn
− 4F(a

n
, t
n
+ Δt∕2) + 2F(b

n
, t
n
+ Δt)).
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•	 ETD4RK 

3.3 � Computing a Linear Combination of �‑Functions

The implementation of ETD schemes only requires computing the action of the matrix 
function �k(A) on vectors vk . For the evaluation of linear combinations of �-functions act-
ing on sets of vectors v0 , v1 , ⋯ , vp,

it is crucial within calculations of all ETD schemes described above.
A few state-of-the-art algorithms to efficiently evaluate linear combinations of the 

matrix function �k(A) on vectors vk are presented in [1, 11, 22, 27, 45, 48]. In this paper, 
we employ the algorithm phipm−simul−iom2 in [45] to evaluate the linear combination as 
in the equation (15), which typically consists of (p + 1) matrix-vector multiplications that 
can be carried out in a lower dimensional Krylov subspace, using the incomplete orthogo-
nalization method (IOM) within the Arnoldi iteration. As a result, the computational cost 
can be reduced significantly.

The linear combination (15) is actually equivalent to the solution of the following ODE:

i.e.,

4 � Numerical Experiments

In this section, the accuracy, stability, and efficiency of the developed numerical methods 
as described above are investigated through various testing examples. First we start with 
the accuracy test of the embedded boundary method by solving a Poisson equation with 
a virus-shaped geometry. Next numerical experiments on the reaction-diffusion equation 
in irregular domains are presented to exhibit the accuracy, stability, and efficiency of ETD 

an = Un +
Δt

2
�1(ΔtC∕2)(Fn + CUn),

bn = Un +
Δt

2
�1(ΔtC∕2)(F(an, tn + Δt∕2) + CUn),

cn = an +
Δt

2
�1(ΔtC∕2)(2F(bn, tn + Δt∕2) − Fn + Can),

Un+1 =Un + Δt�1(ΔtC)(CUn + Fn)

+ Δt�2(ΔtC)(−3Fn + 2(F(an, tn + Δt∕2) + F(bn, tn + Δt∕2)) − F(cn, tn + Δt))

+ Δt�3(ΔtC)(2Fn − 2(F(an, tn + Δt∕2) + F(bn, tn + Δt∕2)) + 2F(cn, tn + Δt)).

(15)�0(A)v0 + �1(A)v1 +⋯ + �p(A)vp,

y�(t) = Ay(t) + v1 + tv2 +⋯ +
tp−1

(p − 1)!
vp, y(0) = v0,

y(1) = eAv0 + ∫
1

0

e(1−�)Ad�v1 + ∫
1

0

e(1−�)A�d�v2 +⋯ + ∫
1

0

e(1−�)A�p−1d�vp,

= �0(A)v0 + �1(A)v1 + �2(A)v2 +⋯ + �p(A)vp.
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schemes compared to other methods. Finally, we present the performance of the second-
order ETD2 scheme combined with the level set method to solve a free boundary problem.

4.1 � Convergence Study for the Embedded Boundary Method

In this example, we consider solving a Poisson equation ∇(�∇u) = f  in an irregular domain 
Ω determined by the boundary interface which is parameterized by

with � ∈ [0, 2π) . The exact solution on Ω for this case is u = ex(x2 sin(y) + y2) and 
� = 2 + sin(xy) . An nx × ny uniform mesh partitioning [−1, 1] × [−1, 1] is used.

The numerical solution with nx = ny = 1 281 is presented in Fig.  2. Sweeping from 
nx = ny = 51 to nx = ny = 351 , the second-order accuracy for approximation of the solution 

{
x(�) = (0.6 + 0.1 sin(12�)) cos(�),

y(�) = (0.6 + 0.05 sin(12�)) sin(�)

Fig. 2   Numerical solution and error of the Poisson equation on a virus-shape geometry with grid points 
1 281 × 1 281 . Left: numerical solution. Right: numerical error

Fig. 3   Error analysis and convergence analysis of the solution with virus-shaped geometry using algebraic 
multigrid “W” shape and “V” shape. Left: the numerical error of the solution. Right: the numerical error of 
the gradient of the solution
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can be observed with the developed embedded boundary method both in the l2 norm and 
l∞ norm (see Fig. 3 (left)). Furthermore, we can also observe the O(h1.5) accuracy in the 
l2 norm and the O(h0.96) accuracy in the l∞ norm for approximation of the gradients of the 
solution (see Fig. 3 (right)).

4.2 � Numerical Tests for ETD with Reaction‑Diffusion Systems

In this section, we incorporate the embedded boundary method for the spatial discretization 
with ETD schemes to solve systems of reaction-diffusion equations in irregular domains. 
Numerical experiments are performed to demonstrate the accuracy, stability, and efficiency 
of ETD schemes. Without loss of generality and for the convenience of better comparison, the 
test example is selected with analytical solutions given. Specifically, we consider the following 
example with a peanut-shaped and non-convex geometry which is determined by the level-set 
function:

Here we solve the reaction-diffusion equation ut = ∇(�∇u) + f  defined inside the 
domain 𝜌(x, y) < 0 , where �(x, y) = 0.25 − x2 − y2 . The source term f is computed by 
assuming a exact solution u(x, y, t) = e−t(x2 + y2 − 0.25) . The computational domain is 
[−1, 1] × [−1, 1] . In order to make a fair comparison between different methods, for this 
example, we will mainly focus on the following second-order numerical schemes: the sec-
ond-order Crank-Nicolson, ETD2, and ETD2RK.

4.2.1 � Accuracy Test

Numerical errors and corresponding convergence rates of the second-order Crank-Nicolson 
method, ETD2 and ETD2RK at the final time t = 0.5 with five different spatial and tempo-
ral resolutions are reported in Table 1, where the time step dt is taken as equal to the grid 
size h. As expected, we can clearly see a second-order accuracy for all three schemes. For 
illustration, the numerical solution and numerical error of the reaction-diffusion equation 
with ETD2 at the final time t = 0.5 with grid points 1 281 × 1 281 are presented in Fig. 4.

4.2.2 � Stability Test

In this section, we test the stability properties of four numerical schemes: the standard 
explicit Runge-Kutta, ETD2, ETD2RK, and Crank-Nicolson for solving the example of the 
reaction-diffusion system with the peanut-shaped geometry as previously mentioned. We 
set the final time tend = 0.2 and a uniform grid size h = 0.004 for all the simulations. The 
errors are measured in the l2 norm between numerical solutions and the exact solutions by 
varying time steps.

From Fig.  5, it can be observed that the explicit RK scheme blows up with the time 
step size greater than 1 × 10−5 as expected. In contrast, all other three numerical schemes: 
Crank-Nicolson, ETD2, and ETD2RK exhibit very excellent stability conditions, which 
allow for very large time step size till dt = 0.1.

�(x, y) = 0.5 − e−20(x
2+(y−0.25)2) − e−20(x

2+(y+0.25)2).
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Fig. 4   Numerical solution and error of the reaction-diffusion equation at t = 0.5 with a peanut-shape geom-
etry with grid points 1 281 × 1 281 using ETD2. Left: numerical solution. Right: numerical error

Table 1   Numerical errors in l∞ norm and l2 norm and corresponding convergence rates for Crank-Nicolson, 
ETD2, and ETD2RK schemes at t = 0.5

Convergence test for Crank-Nicolson

nx × ny × nt l∞-Error Order l2-Error Order

81×81×4 8.041×10−4 – 2.296×10−4 –
161×161×8 1.748×10−4 2.201 4.436×10−5 2.372
321×321×16 5.314×10−5 1.718 1.059×10−5 2.067
641×641×32 1.859×10−5 1.515 2.751×10−6 1.945
1 281×1 281×64 4.333×10−6 2.101 6.254×10−7 2.137

Convergence test for ETD2

nx × ny × nt l∞-Error Order l2-Error Order

81×81×4 8.234×10−4 – 2.580×10−4 –
161×161×8 1.887×10−4 2.126 5.542×10−5 2.219
321×321×16 5.759×10−5 1.712 1.420×10−5 1.964
641×641×32 1.956×10−5 1.558 3.678×10−6 1.949
1 281×1 281×64 4.583×10−6 2.094 8.780×10−7 2.067

Convergence test for ETD2RK

nx × ny × nt l∞-Error Order l2-Error Order

81×81×4 7.851×10−4 – 2.276×10−4 –
161×161×8 1.756×10−4 2.161 4.465×10−5 2.350
321×321×16 5.330×10−5 1.720 1.071×10−5 2.060
641×641×32 1.863×10−5 1.517 2.784×10−6 1.944
1 281×1 281×64 4.343×10−6 2.101 6.346×10−7 2.133
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4.2.3 � Efficiency test

In Table  2, we compare the efficiency performance of three schemes with nice stability 
conditions: Crank-Nicolson, ETD2, and ETD2RK for a system with more refined grids. 
Here we choose the grid size h = 0.002 , h = 0.001 , and h = 0.000 5 , respectively. The time 
step size is dt = h for all simulations. Note that when solving the linear system from the 
Crank-Nicolson method, we use the fast linear solver by the conjugate gradient method 
with an incomplete Cholesky preconditioner. However, solving a large size of the linear 
system in each time step is still very costly. By avoiding solving large linear systems, it 
can be clearly observed that ETD2 is 2–3 times faster than Crank-Nicolson, in which we 
adopt the adaptive Krylov space to compute the multiplication of matrix and vectors. Since 
ETD2RK is a two-stage numerical algorithm, its efficiency is slightly better or comparable 
to Crank-Nicolson for this example for the first two cases, while for the last case, ETD2RK 
shows an advantage for solving larger linear systems than Crank-Nicolson.

4.3 � Numerical Tests of the Free Boundary Problem

For the free boundary problem as described in (1), it is very challenging and crucial to 
accurately and efficiently handle the reaction-diffusion equation with the changing domain 
for each time step. In this paper, we integrate the level set method to track the evolution 
of the moving boundary, and the ETD2 scheme with the discretization technique to solve 
the reaction-diffusion equation in each time step. As mentioned above, the ETD2 scheme 

Fig. 5   Errors between numerical 
solutions and the exact solu-
tion using different numerical 
schemes by varying time step 
sizes with a fixed uniform grid 
size h = 0.004

Table 2   Efficiency test for a 
reaction-diffusion system by 
varying the number of grid points 
with dt = h (Unit: seconds)

nx × ny 1 001 × 1 001 2 001 × 2 001 4 001 × 
4 001

Crank-Nicolson 304.23 2 440.19 2 3847.71
ETD2 136.67 1 175.68 1 3470.78
ETD2RK 236.62 1 650.74 1 4137.79
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exhibits very nice stability conditions by allowing for a large time step size, and it is also 
much faster than other schemes with the similar stability conditions like Crank-Nicolson 
and ETD2RK. Here we briefly introduce the numerical algorithm for solving a diffusive 
logistic model for the population of the invasive species u(x, t) with free boundaries as 
follows:

We introduce a level set function �(x, y, t) , such that �(x, y, t) = 0 on the boundary, 
𝜌(x, y, t) < 0 in Ω(t) , and 𝜌(x, y, t) > 0 outside of Ω(t) . �(x, y, 0) is initialized as a signed 
distance function to the initial boundary �Ω(0).

⎧⎪⎨⎪⎩

ut = DΔu + u(a − bu), t > 0, x ∈ Ω(t),

u(x, t) = 0 and v(x, t) = 𝜇�∇u(x, t)�n(x), t > 0, x ∈ 𝜕Ω(t),

u(x, 0) ∈ C2(Ω(0)), u(x, 0) > 0 in Ω(0), u(x, 0) = 0 on 𝜕Ω(0).

Fig. 6   Evolution of u(x, y, t) and the moving boundary �(x, y, t) = 0 with the initial domain Ω(0) a square in 
2D
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Figure 6 shows the evolution of the spreading of species u(x, y, t) along with the moving 
boundary. For this example, the moving boundary will asymptotically evolve into circles, 
which correlates exactly with the theoretical asymptotic behavior described in [20].

Shuang Liu
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5 � Conclusion

In this paper, we have incorporated the embedded boundary method, ETD schemes with 
the level set method to systematically study reaction-diffusion systems in irregular domains 
with free boundaries. To our best knowledge, it is the first work to integrate ETD schemes 
with the embedded boundary method for time-dependent PDEs as well as to combine ETD 
with the level set method for solving free boundary problems in two dimensions. Through 
numerical experiments, we first show the accuracy of the embedded boundary method for 
a Poisson equation with a virus-shaped geometry. Next we test the accuracy, stability, and 
efficiency of the ETD schemes along with other methods. In order to significantly reduce 
the computational cost, we have adopted the state-of-the-art algorithm: phipm−simul−iom2 
[45] to evaluate the linear combination of matrix-vector multiplications in ETD schemes 
using a lower dimensional adaptive Krylov subspace. In summary, the ETD2 scheme is 
superior to the other three selected schemes (RK, Crank-Nicolson, and ETD2RK) in terms 
of a combination of the accuracy, stability, and efficiency, especially in efficiency. More 
importantly, the ETD2 scheme has been successfully employed to a reaction-diffusion 
system with free boundaries, which produces very promising results for free boundary 
problems.

Our immediate next step is to further develop a fast and efficient numerical algorithm 
for other more complicated systems with free boundaries. Possible extensions include (but 
not limited to) combining the fast local level set method and the ETD schemes for free 
boundary problems, and the generalization of the developed methods to the Navier-Stokes 
equations and the Grad-Shafranov equations.
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